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I. INTRODUCTION 
 

Friend recommendation is one of the most 

common and fundamental service in LSBN 

platform which recommends familiar or 

interested user to each other. About 71% of 

internet users were online social network users 

and they will grow in near future.  

 

Social networking is very popular online 

activities with high rate of user interactions & 

expanding mobile possibilities. The growth rate 

in use of smart phones and mobile devices is 

very rapid and has opened up new areas of 

mobile social networks with increased features.  

With over billions of monthly active users on 

social network. Facebook is currently the market 

leader in terms of user engagement reach and 

scope [1].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Recent advances in localization techniques have 

improved social networking services, allowing 

users to share their locations and location-

related contents.  

 

Such type of social networks is referred as 

location-based social networks (LBSNs). LBSNs 

are equipped with type of friend 

recommendation which utilizes user’s historical 

location information.  

 

Traditional friend recommender engines provide 

a user with promising candidates to make 

friends based on their profiles, social structure & 

interactions. Location information can improve 

the effectiveness of recommendations. The basic 

idea is that user location histories reveal 

choices, and thus users with similar location 

Abstract- Friend suggestion is one of the most popular elements of social network platforms, which 

suggests similar or known individuals to users. The notion of friend referral derives from social networks 

such as Twitter and Facebook, which employs friends-of-friends approach to suggest individuals. We may 

argue users do not create friends from random individuals but end up becoming friends with their friends’ 

pals. The previous approaches have restricted scope of suggestion and are less efficient. We bring out a new 

buddy recommendation model to conquer the faults of present system. For improved buddy 

recommendation system with high accuracy, we will use collaborative filtering approach to compare similar, 

dissimilar data of users and will develop a recommendation system which delivers user to user suggestion 

based on their comparable choices, activities and preferences. Location based friend recommendation 

system are getting popular since it integrates actual world to digital platform and delivers greater insight 

into user’s preferences or interest This recommendation system will broaden the breadth of suggestion 
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histories have similar choices & have higher 

probability to be friends [2]. 

Friend recommendation service is used for 

conventional social networks. But there are very 

less algorithms that exploit LBSN data in 

recommendation. Earlier methods generally use 

GPS information to find the resemblance 

between users. When compared to GPS 

information, check_in information gives more 

context depended information.  

 

Furthermore, most of the LBSNs collect check_in 

information than the GPS trajectory data. The 

objective of our proposed recommendation 

systems is to include user profiles, interest, and 

user location histories (check_in data) and apply 

collaborative filtering methods for user to user 

recommendation to increase scope of 

recommendation and make it more efficient [3]. 

 

 

 
Fig 1. Location Based Social Network. 

 

A location-based social network doesn’t mean 

concatenating a location to an existing social 

network to allow people to share location 

related information and activities, but LBSN is 

also made up of the new social structure of 

individuals connected together by the inter 

dependency of their locations in the real world 

& their location-tagged media like text, image 

and video [4].  

 

Physical location does not only includes the 

instant point location of an individual at a given 

timestamp but the location history of an 

individual over a specified time period. Also the 

knowledge, common interests, and preferred 

activities are derived from an individual’s 

location information and location related 

content affects the social relations in LBSN [5].  

 

LBSN is consists of a G <U, C> and social 

network G <U, E >. In G <U, E> U is the set of 

users and E is the set of edges which connects 

or indicates a social connection between 

different users in LBSN.  

 

In G <U, C> Check_in ‘c’ belongs to set C and 

shows user ‘u’ belongs to set U has a check in 

activity at location l at time t [2]. 

 

II. RELATED WORK 

 

Temporal, spatial and social correlation is three 

main attributes of any LBSN. However, the 

situation which includes these three features 

cannot be solved in previous algorithms. There 

is no method which utilizes all information 

properly. A new approach of friend 

recommendation is proposed, which aims to 

recommend friends with similar location 

preference for LBSN's users.  

 

This approach first, use the method of local 

random walk based on Markov chain to 

calculate the user's friendship similarity on 

social network. Second, it calculate the user’s 

location preference similarity in the real world 

based on check-in data and finally recommend 

friends to users by building a mixed user 

preferences model [6]. 
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A new friend recommendation model (FE-ELM), 

is proposed where friend recommendation is 

regarded as a binary classification problem. In 

this model first feature extraction is done by 

using different strategies and then in training 

process ELM is selected as classifier to learn the 

the spatial-temporal feature, social feature, and 

textual feature , finally experiments are 

performed on real datasets for better efficiency 

and accuracy [7].  

 

The new properties and challenges that location 

brings to recommender systems for LBSNs are 

discussed in this paper. First, author has 

categorized the recommender systems by the 

objective of the recommendation, which include 

locations, users, activities, or social media. 

Second, they categorize the by the 

methodologies employed, including content-

based, link analysis-based, and collaborative 

filtering.  

 

Then finally, classify the systems by the data 

sources used, including user profiles, user online 

histories, and user location histories. For each 

category, the goals and contributions of each 

system are summarized and highlight the 

representative research effort. It introduces the 

concepts, unique properties, challenges, 

evaluation methods and future work for 

recommender systems in LBSNs [8]. 

 

Hierarchical-graph-based similarity 

measurement (HGSM) framework is proposed 

here, which models people’s location histories 

and determines the similarity between users. In 

this framework, 3 factors sequence property of 

users’ movements, Hierarchy property of 

geographic spaces, Popularity of different 

locations are considered.  

 

Using HGSM to estimate the similarity between 

users, a collaborative filtering based method is 

also employed in our system to find an 

individual’s interest in unvisited geospatial 

regions [9]. 

 

A friend recommendation algorithm is proposed 

which is known as Random walk based context-

aware friend recommendation algorithm 

(RWCFR). This model uses an undirected un-

weighted graph that represents users, locations, 

and their relationships. RWCFR constructs a sub-

graph according to the user’s present 

environment.  

 

Popular users and famous places in region are 

added to this sub- graph. After constructing the 

sub-graph, this sub-graph is given as input to 

algorithm, and it calculates the recommendation 

possibilities of users for suggesting becoming 

potential friend. A list of potential friends is 

generated according to output of the random 

walk algorithm [10]. 

 

Recommendation system make use of user 

profile, friend description and past behaviour for 

recommendation but no attention has been 

given to personalization based explicitly on 

social networks. Author has used information 

such as social graph among users, tracks & tags 

from last.fm social network which effectively 

incorporates bonds of friendship.  

 

We have done number of experiments between 

the Random Walk with Restarts model and user-

based collaborative filtering model. The results 

prove that the graph model gains from the 

additional information implanted in social 

knowledge [11].  

 

The paper analyzes the main challenges of the 

collaborative filtering algorithm and provides 

several solutions. To solve cold start problem for 

the new user, we could replenish user’s profile 

indifferent ways, the general approach is to 

require user provide their profile while login the 

social account and for the new friend, we could 

combine the collaborative filtering and content-

based recommender algorithm.  

 

There are few solutions for the sparsity problem. 

The first one uses filling or decreasing the 

dimension to decrease the sparsity of the 
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matrix. Another solution improves the efficiency 

of the algorithms without changing the sparsity 

of the matrix. [12]. 

 

III. PROBLEM DOMAIN 

 

The traditional collaborative filtering 

recommendation algorithm is having lack of 

accuracy and efficiency as this uses formal 

method of filtering which makes it inefficient to 

use at alone. In terms of recommendation made 

by the collaborative filtering algorithm it may be 

concluded that the algorithm needs many more 

improvements.  

 

By implementing traditional collaborative 

filtering recommendation algorithm we get less 

accuracy which makes it typical to use and 

inefficient to apply on huge datasets i.e. Big 

Data. Dealing with big data the less accuracy 

makes it inappropriate and less accurate. As 

applying this algorithm on huge amount of data 

in real world applications the less accuracy will 

not be efficient for making recommendations to 

users.  

 

The numbers of attributes which are available 

are totally considered for extracting information 

to recommend friends to users which makes the 

collaborative filtering recommendation 

algorithm inefficient. Also the higher the 

number of attributes used to make 

recommendations, results in higher computing 

time and higher number of comparisons to be 

made. The overall dimensions included for 

making recommendation should be removed as 

per the requirement. 

 

Apart from this the k-means clustering applied 

previously with the collaborative filtering 

algorithm can be replaced by different 

clustering technique. There are some drawbacks 

that can be seen in the k-means clustering 

technique which may be overcome by replacing 

this clustering technique with the newer one. In 

the k-means clustering the numbers of the 

clusters that should be made need to be 

defined at the start of the algorithm which 

makes it inefficient to use if the numbers of the 

clusters are not properly defined.  

 

One more thing to be noted, that is the 

dimensionality of the given dataset should be 

less in number to lower the comparisons that 

will be made at the time of execution. The more 

the number of the dimensions to evaluate the 

results, makes the accuracy lesser and requires 

more time to make recommendations to the 

user.  

Hence to reduce the number of attribute or the 

dimensionality of the dataset is major task. 

 

IV. PROPOSED METHOD 

 

The problem observed in the previous algorithm 

can be removed by replacing the existing 

techniques by newer techniques. As in the 

previous, the algorithm combines the K-means 

clustering technique with the PCA as 

dimensionality reduction technique. Combining 

both this techniques in the collaborative filtering 

algorithm was a solution proposed earlier by the 

authors. 

 

Here we have proposed a better clustering 

technique as compared to the k-means 

clustering, while keeping the PCA as earlier it 

was used. The k-means clustering can be 

replaced by the hierarchical clustering as it is 

better clustering technique to work on. The PCA 

will be used as the dimensionality reduction 

technique to decrease the dimensionality of the 

data. 

 

The Hierarchical clustering will provide better 

results in comparison to the k-means clustering, 

as stated that in hierarchical clustering there is 

no need to define the number of clusters at the 

beginning of the clustering. Defining the 

required number of clusters after applying the 

hierarchical clustering will make it feasible to 

break the clusters as per the dataset. But before 

applying the clustering technique on the dataset 

the dataset should be improved. If the Input to 
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the algorithm will be accurate then the obtained 

output will be more efficient. So, to improve the 

input dataset the dimensionality reduction 

should be done and to do this the PCA have to 

be applied on the dataset. 

 

In final words we are going to apply the PCA on 

the dataset before giving it as input and after 

getting the principal components this are given 

as input to the hierarchical clustering.  

 

The collaborative filtering algorithm will firstly 

perform the PCA and after that the hierarchical 

clustering is applied and the final 

recommendations are made. Hence in this way 

the collaborative filtering algorithm can be 

improved and the recommendations can be 

made accurate. 

 

1. Algorithm For Proposed Approach:  

The proposed algorithm using both the 

techniques, the first one is the PCA which will 

help in reducing the dimensions of the given 

dataset and the second one is the clustering 

technique which is the hierarchical clustering.  

 

Here in the algorithm we are applying the PCA 

at first because it will reduce the dimensions of 

data and after that the hierarchical clustering 

will be performed on the obtained principal 

components.  

 

The working algorithm is as follows: 

 Step 1: Data collection - collect the friend 

related data like name, rating etc. in the form of 

csv file. 

 Step 2: Data pre-processing - perform manual 

data analysis and eliminate the feature which is 

less correlate to other feature. 

 Step 3: Perform PCA (principal component 

analysis) on the data and save the data in to csv 

file.  

 Step 4: Define hierarchical clustering 

(agglomerative) model.  

 Step 5: Train the hierarchical clustering 

(agglomerative) model on the data. 

 Step 6: Take the one user input and apply PCA 

on that. 

 Step 7: Perform the prediction in the input it 

give the cluster id. 

 Step 8: Fetch all the friend detail which belong 

to this cluster id and make the list of it. 

 (This list is recommended friend list)  

 

2. Flowchart of the Proposed Approach:  

Below we have given the flowchart for the 

proposed approach which will help in 

understanding the flow of the steps performed: 

 

 
Fig 2. Flowchart for the proposed system. 

 

V. EXPERIMENTAL RESULTS AND 

EVALUATION 

 

For making the analysis of the proposed 

approach we have used the Kaggle dataset. The 

data about friends is taken from the Kaggle 

dataset and the friend_likes pattern and user 

details are combined from the Kaggle dataset.  

 

The experiment was carried out to evaluate the 

accuracy of the recommendations produced by 

the algorithm we have proposed in our paper. 

The accuracy term is calculated in this 

experiment by which the comparison between 
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the proposed and the existing algorithm can be 

made. 

We are applying this data on the previous 

collaborative algorithm with pca and k-means 

and the results are obtained, so the accuracy of 

the previous algorithm is calculated. 

 

Accuracy = ({Relevant Document} 

intersection {Retrieved Document} / 

{Relevant Document}) *100 

 

Now the proposed algorithm with hierarchical 

clustering is taken for analysis. The collaborative 

filtering algorithm along with pca and 

hierarchical clustering is analyzed over the same 

data. This algorithm’s accuracy is compared with 

the existing algorithm. 

 

The experiment clearly results in an increase in 

the accuracy of the recommendations made by 

our proposed algorithm. The results are 

compared between both the algorithms using k-

means clustering with pca and hierarchical 

clustering with pca in terms of accuracy are 

shown in the following graph: 

 

 
Fig 3. Accuracy results for both the algorithms. 

 

The Fig.1 clearly concludes that the proposed 

hierarchical clustering works much better as 

compared to the previously used k-means 

clustering.  

 

The results in terms of accuracy of the proposed 

algorithm is higher than the earlier clustering 

technique. So it is better to use the Hierarchical 

clustering with pca on the collaborative filtering 

algorithm as compared to earlier one. 

VI. CONCLUSION 

 

The proposed research work observes the 

recommendations made by the system to the 

user. The entire work is done by the hierarchical 

clustering technique along with the pca, by 

which the accuracy of the system is evaluated.  

 

The accuracy of the system is evaluated by the 

intersection of the recommended friends with 

the friend_likes made by the user for the friends 

earlier. The experiment shows better results 

from the earlier algorithms. 

 

VII. FUTURE WORK 

 

In future we can use other datasets to carry out the 

experiment. The other parameters apart from the 

accuracy can be tested. Different clustering 

technique may be applied to improve the algorithm. 
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