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I. INTRODUCTION 
 

In Today’s Era there is an enormous amount of data 

that is continuously increasing day by day even 

seconds by second. Social Media has become a former 

medium to analyze mob feedback, review, and 

opinion about a certain technology, economic growth, 

and social welfare. It has become a vital place to 

analyze –What Is the opinion of the crowd, Being a 

platform used by millions of users it providesan 

efficient way to know about the crowd. In this paper, 

we present a solution to detect hateful thoughts or 

hate speech towards an individual or a group of 

people based on their religion, caste, race, sex, etc 

 

1. Hate Speech 

The term “hate speech” refers to partial, aggressive, 

and malicious speech that targets an individual or a 

group of people because of their conscious or 

unconscious intrinsic characteristics. There is no  

 

 

specific definition of hate speech under international 

human rights law. The concept of hate speech is still 

widely disputed especially about the right to free 

speech.  

1.According to  United Nation Strategy and Plan of 

Action on Hate Speech defines hate speech as“any 

kind of communication in speech, writing or 

behaviour, that attacks or uses pejorative or 

discriminatory language with reference to a person or 

a group on the basis of who they are, in other words, 

based on their religion, ethnicity, nationality, race, 

colour, descent, gender or other identity factor.” 

While the above is not a legal definition and is 

broader than “incitement to discrimination, hostility or 

violence” – which is prohibited under international 

human rights law -- it has three important attributes: 

 Hate speech can be conveyed through any form 

of expression,including images, cartoons, memes, 

objects, gestures and symbols and it can be 

disseminated offline or online. 

 Hate speech is “discriminatory” (biased, bigoted or 

intolerant) or “pejorative” (prejudiced, contemptuous 

or demeaning) of an individual or group. 
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 Hate speech calls out real or perceived “identity 

factors” of an individual or a group including: 

“religion, ethnicity, nationality, race, colour, descent, 

gender,” but also characteristics such as language, 

economic or social origin,  

 disability, health status, or sexual orientation, among 

many others 

 

2. Sentiment Analysis 

The sentiment is an NLP technique to determine 

whether the given data(textual) is positive, negative, 

or neutral. Analysis of sentiment can be viewed as a 

way of evaluating people for particular incidents, 

labels, goods, or businesses. The sentiments are 

categorized among positive and negative sentiments. 

In this analysis, we have used Python to apply a 

classification algorithm and to perform sentiment 

analysis using Natural Language processing 

techniques. 

 

The end goal of this analysis is to apply sentiment 

analysis to the collected tweets so that it can be 

determined if the tweets can be considered hateful or 

not. We also want to use sentiment analysis to identify 

tweets. that express an opinion (subjective tweets) as 

compared to those that just provide information 

without a positive or negative opinion. 

2. The first step of building our model was to balance 

the number of hate and non-hate tweets. Our data 

preprocessing step involved 2 approaches, Bag of 

words and Term Frequency Inverse Document 

Frequency (TFIDF).  

 

The bag-of-words approach is a simplified 

representation used in natural language processing 

and information retrieval. In this approach, a text such 

as a sentence or a document is represented as the bag 

(multiset) of its words, disregarding grammar and 

even word order but keeping multiplicity. TFIDF is a 

numerical statistic that is intended to reflect how 

important a word is to a document in a collection. It is 

used as a weighting factor in searches for information 

retrieval, text mining, and user modeling. Before we 

input this data into various algorithms, we have to 

clean it as the tweets contain many different tenses, 

grammatical errors, unknown symbols, hashtags, and 

Greek characters. We tackle this problem by 

employing lemmatization, stemming, removal of stop 

words, and omissions. Lemmatization removes the 

inflectional endings of words and returns the word to 

its base or dictionary form of it. Stemming is similar to 

lemmatization in that it reduces the inflected or 

derived words to their word stem. A stop word is a 

commonly used word, such as “the”, “a”, “an”, and “in”, 

that we are programmed to ignore as it holds no 

importance. The last step is to omit any foreign 

characters and Greek symbols 

 

II. REVIEW OF LITERATURE 
 

The paper research that we present takes account of 

previousstudies in the issue field of sentiment analysis 

on hate speech on social media.Ricardo Martins, 

Marco Gomes, Jose Joao Almeida, Paulo Novais, Pedro 

Henriques [3] Presented a combination of lexicon 

based and machine learning approaches to predict 

hate speech contained in a text, using an emotional 

approach through sentiment analysis. 

In 2013, N. Sambuli et al. worked on a project called 

“Umati Monitoring Online Dangerous Speech.” The 

project was based on monitoring Hatebase and 

dangerous speech[4]. According to them, dangerous 

expressions can be observed in the following ways:  

1. It is targeted to a group of people and not a single 

person. Dangerous speech is an offensive speech 

that encourages the audience to participate in acts 

of violence against a particular group of people, 

therefore In the internet domain, the most prevalent 

forms of hate speech are related to religion, race, 

sexual orientation, nationality, class, and gender. 

2. Hate Speech may contain one of the pillars of 

dangerous speech, for instance, statements that 

classify people as vermin, which claims that a group 

of people is like rodents or insects. 

3. Dangerous speech often incites the listener to 

support or commit acts of violence against the 

specific group. The six most common calls  

action in dangerous speech are: kill, riot, beat, loot, 

forcefully evict, and discrimination. In another report, 

VedantK shirsagar, Adwait Toro, Sushrut Shendre, 

Sneha Lakshmi kanthaiah, Rishab Ballekere Narayana 

Gowda, Tanvir Brar, Chavi Singal. Detecting Hate 

tweets — Twitter Sentiment Analysis[8] Proposed a 

solution to the detection of hate speech and offensive 

language on Twitter through machine learning using 

Bag of Words and TF IDF values. We performed 
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comparative analysis of Logistic Regression, Naive 

Bayes, Decision Tree, Random Forest and Gradient 

Boosting on various sets of feature values and model 

parameters. The results showed that Logistic 

Regression performs comparatively better 

 

III. PROPOSED METHODOLOGY 

 
1. Data Collection 

The very first step was data collection.We have used a 

data scrapping tool named as Snscrape.[5] Snscrape is 

a scraping tool for social networking services(SNS). It 

scrapes information like user profiles, hashtags, 

searches, and threads and returns the discovered 

items, e.g. the relevant posts. It was released on July 

8,2020 and it is capable of scraping data from a 

variety of platforms for example Twitter, Instagram, 

Reddit, Facebook, Telegram etc. It requires python 3.8 

or higher. By using inscape we can scrape the data by 

running a query in which we can search data on the 

basis username, hashtags, specific keywords, etc. We 

can also set the limit of the data gathering as per 

requirement, using this tool helps us to collect a 

datain specific time period. 

 

 
Figure 1. Snscrape Scrapping Tool. 

 

 
Figure 2. Sample Output 

 

 

 

 

 

 

 
 

 

Figure 3. Representation Of Sample Dataset In .Csv 

Format 

 
2. Importing Libraries 

After analyzing the data our next step is to import the 

required libraries for our project. Some of the libraries 

we use in this project are pandas, numpy, scikit learn, 

and nltk. 

 

 
Figure 4. Importing Libraries 

 
3. Data Preprocessing 

While tweets are collected in real time, Data cleaning 

was important , the following procedure is carried out. 

 Firstly Remove all non-alphabetic characters. 

 Remove duplicates if any. 

 We also converted Apostrophe‟s to their respective 

complete sentences. In order to get complete 

meaning of the sentence So we can reach the 

proper context of the sentence. 

 Since emoji‟s plays an important role in reflecting 

someone‟s emotions or feeling. We also converted 

emoji‟s to their respective meaning. 

 Stop words are subsequently removed from tweets 

based on membership in the “stop words” corpus 

of the Natural Language Toolkit but keeping some 

important words like “ not ” . 

 Then Stemming and Lemmatization is done. 

  
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Figure 5. Emoji CoversionAnd Data Cleaning 

 
From The Image Below The Difference Between 

Original Tweets And The Cleaned Tweets Can Be Seen. 

 

 

 
 

 

 

Figure 6. Original Tweets 

 

 

 

 

 

 

             Figure 7. Clean Tweets 

 

4. Data Visualization 

Word Cloud: [6]Word Cloud is a data visualization 

technique used for representing text data in which the 

size of each word indicates its frequency or 

importance. Significant textual data points can be 

highlighted using a word cloud. Word clouds are 

widely used for analyzing data from social network 

websites. For generating word cloud in Python, 

modules needed are – matplotlib, pandas and 

wordcloud. 

 

 
Figure 9. Word Cloud for non hate tweets 

 

 
Figure 10. Word Cloud for hate tweets 

 

IV. MODEL BUILDING 
 

The model procedure followed fundamental machine 

learning protocol, the overall dataset was split into 

two sections, 80 percent for training the model and 20 

percent for testing it. As we have the historic data with 

the target variable therefore we will go with 

supervised machine learning approach. Also our 

target variable an only attain two values i.e 0 and 1 

where 1 stand for hate speech and 0 stand for non 

hate speech  hence our target variable is a 

categorical field. We tried using Logistic Regression, 

Random Forest and Decision Tree Classifier . 

[7]Decision Tree is a Supervised learning technique 

that can be used for both classification and 

Regression problems, but mostly it is preferred for 

solving Classification problems.On the other hand 

Random Forest is another tree based algorithm It 

builds decision trees on different samples and takes 

their majority vote for classification and average in 

case of regression. Logistic regression unlike the name 

suggest is an classification algorithm It is a statistical 

analysis method to predict a binary outcome, such as 

yes or no, based on prior observations of a data set. 
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Figure 11. Model Building 

 

V. RESULT 
 

1.Decision Tree 

 
Figure 11. Decision Tree 

 

The overall Test Accuracy from Decision Tree was 

approx  82%. 

 

2. Logistic Regression 

 
Figure 12.  Logistic Regression 

 

The overall Test Accuracy From Logistic Regression 

was approx 80%. 

 

3.Random Forest 

 
Figure 13.  Random Forest. 

 

The overall Test Accuracy From Random Forest was 

approx 85%. 

 

VI. CONCLUSION  
 

We are able to detect the hate speech to a certain 

extent using NLP and Machine Learning classifiers like 

Logistic Regression, Decision Tree, Random Forest 

Classifier.The best classifier for our model was 

Random Forest Classifier with an accuracy of approx 

85%. Further For some Complex dataset our system 

fails to do so. It may be taken as future scope of 

Research 
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