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I. INTRODUCTION 
 

The rapid proliferation of inexpensive and compact 

network devices connected to the Internet is 

continuing to grow exponentially. Beyond 

conventional computing devices, billions of smart 

'things' now autonomously interact and 

communicate, forming a vast network known as the 

Internet of Things (IoT) [1, 2]. These smart devices, 

including low-power wireless sensor nodes, 

typically feature limited processing power and 

memory capacity. In the IoT landscape, end-users 

are often unaware of the underlying resources, 

services, and capabilities, yet they benefit from an 

environment where intelligent services are 

seamlessly integrated into daily life, providing 

conveniences anytime and anywhere. 

 

 

Within this IoT ecosystem, low-power wireless 

sensor devices are integral to collecting vital data 

from the physical environment—such as 

temperature, pressure, and motion—enabling the 

delivery of intelligent services. These applications 

range widely, from environmental monitoring to 

real-time decision-making for efficient resource 

management. 

 

Load balancing (LB) is a critical function within IoT 

networks, responsible for optimally distributing 

resources to user tasks to maximize resource 

utilization [3]. The resources in an IoT network 

include both the hardware capabilities of the nodes 

(e.g., computational power, storage, and energy) 

and network resources (e.g., bandwidth, load 

balancers, and traffic analyzers). Effective load 

balancing techniques help prevent overload 

conditions and improve the performance of large-
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scale IoT networks by optimizing Quality of Service 

(QoS) parameters such as response time, 

throughput, and resource utilization [4]. 

 

The vast number of events generated by IoT 

devices can lead to congestion on specific network 

paths, reducing performance and efficiency. Uneven 

traffic distribution can cause latency spikes and 

packet loss, decreasing the Packet Delivery Ratio 

(PDR). To mitigate such congestion, efficient load 

balancing strategies are essential [5]. These 

strategies use local network information, such as 

network topology, to distribute traffic more evenly 

across various paths and resources, thereby 

enhancing overall network performance. 

 

With the increasing adoption of IoT, edge cloud 

computing has emerged as a complementary 

paradigm to provide real-time services and improve 

responsiveness for users. Edge cloud computing 

extends some cloud services to the network's edge, 

closer to the end-users, reducing latency and 

improving user experience [6]. However, due to the 

limited capabilities and resources of edge devices 

compared to centralized cloud servers, 

implementing effective load balancing techniques 

in edge cloud environments requires specialized 

approaches to ensure efficient resource use and 

optimal performance. 

 

The remainder of this paper is structured into four 

additional sections. The second section provides a 

detailed overview of edge computing architecture. 

The third section discusses various load balancing 

techniques. The fourth section summarizes relevant 

research works and compares different models. The 

paper concludes with final thoughts on the subject. 

 

II. EDGE COMPUTING ARCHITECTURE 
 

Edge computing (EC) moves storage and 

computational capabilities closer to the location 

where data is produced. This proximity enhances 

response times by reducing the distance data must 

travel. Moreover, EC reduces dependence on 

potentially unreliable internet connections, serving 

as an alternative to traditional cloud computing 

(CC) for IoT applications that require high 

accessibility and quick responses. This is crucial 

because IoT applications often struggle with 

inconsistent internet reliability. When internet 

speeds drop or connections are interrupted, 

response times lengthen, and application 

performance deteriorates due to reduced 

availability. EC helps alleviate this issue by 

decreasing reliance on the internet. By placing 

computation and storage resources near the source 

of data generation, EC improves response times 

and boosts application performance. 

 

 
Figure 1. General architecture of edge computing. 
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Figure 1 depicts the architecture of edge 

computing (EC), a framework designed to enhance 

the effectiveness and performance of Internet of 

Things (IoT) systems. This architecture is composed 

of three primary layers: the Device layer, the EC 

layer, and the Cloud infrastructure layer. 

 

Device Layer 

This layer includes smart IoT devices like 

smartphones, tablets, sensors, and actuators. These 

devices are primarily tasked with collecting and 

exchanging data from their surroundings. At this 

level, the focus is on the devices' sensing 

capabilities, which prioritize data collection over 

computational power. 

 

EC Layer 

The EC layer is made up of distributed edge devices 

or nodes. These nodes act as intermediaries, 

bridging the gap between the devices in the Device 

layer and the Cloud infrastructure. They may 

function as smart devices themselves or as 

components that facilitate connectivity, such as 

gateways and routers. Essentially, the EC layer 

serves as a communication link, ensuring data is 

transferred efficiently between the devices and the 

Cloud infrastructure. 

 

Cloud Infrastructure Layer 

This layer is responsible for receiving and storing 

the data relayed by the EC layer. It contains the 

cloud resources required for storage and advanced 

processing tasks that may exceed the capabilities of 

the local EC layer. Additionally, the Cloud 

infrastructure layer is vital in managing the 

allocation of network resources within the EC 

framework, ensuring optimal resource utilization. 

Within the EC layer, edge devices and nodes 

equipped with computing power handle various 

computational tasks to reduce dependence on the 

internet. These tasks include data processing, 

device monitoring, temporary storage, and 

decision-making. By performing these tasks closer 

to where data is generated, EC aims to increase 

efficiency, shorten response times, and lessen 

reliance on external internet connections, thereby 

enhancing the overall performance of IoT systems. 

 

III. TECHNIQUES OF LOAD BALANCING 
 

Numerous techniques have been proposed based 

on static and dynamic scheduling. Given that most 

current research and applications are dynamic in 

nature, this paper focuses on dynamic load 

balancing algorithms [8]. 

 

1. Throttled-Based Algorithm 

The Throttled Load Balancer (TLB) maintains a 

record of the status of each node, stored in a table. 

When a request arrives, TLB checks this table to find 

a suitable node based on its availability and 

capacity. If a suitable match is found, the request is 

processed; otherwise, a negative response is 

returned, and the request is queued for later. 

However, this algorithm is relatively slow, making it 

less effective for large-scale load balancing. The 

algorithm prioritizes requests from nodes with 

lighter loads, compressing these requests to correct 

imbalances. 

 

2. Divide and Conquer 

This technique involves breaking down the load 

into smaller segments, which are then processed 

independently. Once processing is complete, the 

loads are merged in pairs across two nodes, which 

then carry out load balancing. This iterative process 

continues until all nodes are balanced. If a large 

request cannot be processed effectively, it is split 

into smaller sub-requests for more manageable 

processing. 

 

3. Pipelining 

The Pipelining algorithm works by establishing 

virtual pipelines where the output of one stage 

serves as the input for the next. This method 

enables continuous processing without 

interruption, allowing multiple nodes' loads to be 

calculated simultaneously, assuming a pipelined 

processing approach. 

 

4. Cyclic Algorithm 

The Cyclic-based load balancing algorithm modifies 

the RAND algorithm to function in a cyclic manner. 

Loads are distributed among nodes in a cyclic 

fashion, ensuring that a process does not receive 

further requests for a certain period until the cycle 
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completes. Data is exchanged locally, and if a 

source node fails, the information is redirected to a 

designated node. 

 

5. Probabilistic Algorithm 

The Probabilistic load balancing algorithm keeps 

track of each node's status and assigns probabilities 

accordingly. Nodes with higher probabilities accept 

loads from nodes with lower probabilities, thus 

redistributing the loads more evenly. The 

probability for each node is calculated by 

determining the ratio of its load to the total load. 

 

6. Prioritized Random Algorithm 

In the Prioritized Random load balancing method, 

nodes are chosen at random, but each node is 

assigned a priority level. Nodes with higher 

priorities transfer their loads to those with lower 

priorities, helping to alleviate stress on overloaded 

nodes. 

 

IV. RELATED WORK 
 

Hu, P. et al. (2019) conducted a study [9] in which 

they proposed that while global popularity metrics 

can offer valuable insights into average content 

request patterns across a broad user base, they may 

not fully capture the unique preferences of 

individual users. The authors argue that achieving a 

higher click-through rate would be more effectively 

accomplished by focusing on personalized user 

preferences rather than relying solely on aggregate 

popularity data. To improve the accuracy and 

relevance of load predictions, the study suggests 

incorporating individualized load predictions for 

each user, thereby addressing the gap left by global 

popularity metrics. 

 

In their research, Kong, W. et al. (2020) explored the 

potential applications of artificial intelligence (AI) 

within the Internet of Things (IoT), specifically 

examining edge-based video processing [10]. 

Unlike previous studies, their approach emphasizes 

tackling the diverse challenges present across 

various layers of serverless edge systems, which 

include hardware, platforms, and software. Their 

aim is to develop load balancing policies that not 

only focus on reducing latency but also take into  

account a range of performance metrics, such as 

cost, throughput, energy consumption, and the 

precision of AI inference. 

 

Saba, T. et al. (2021) introduced a secured data 

management system that incorporates a distributed 

load balancing protocol using particle swarm 

optimization in their study [12]. Their objective is to 

enhance the response times for cloud users while 

ensuring the security and integrity of network 

communication. By combining distributed 

computing methods with optimizations that bring 

high-cost computations closer to the requesting 

nodes, their approach aims to reduce latency and 

transmission overhead. Additionally, their system 

evaluates trust levels systematically to protect 

communication channels from potential threats 

posed by malicious devices. 

 

S. Shao et al. (2022) presented a load balancing 

algorithm specifically designed for edge computing 

environments, referred to as LBA-EC, in their 

research [13]. This algorithm leverages a weighted 

bipartite graph to optimize the utilization of 

network edge resources, thereby minimizing user 

delays and improving service quality. The task 

scheduling process is divided into two phases: the 

first phase involves matching tasks to different 

edge servers, and the second phase allocates tasks 

to various containers within edge servers, taking 

into account factors such as energy consumption 

and task completion time. 

 

Y. Wang et al. (2023) proposed a novel edge-

computing load-balancing method tailored for Low 

Earth Orbit (LEO) satellite networks, focusing on 

maximizing the flow of virtual links within their 

study [14]. Their methodology involves identifying 

minimal rectangles of computing nodes, 

establishing virtual edge computing links between 

these nodes and users, and applying the Ford-

Fulkerson algorithm to determine the maximum 

flow within the network topology with virtual links. 

This approach is designed to facilitate efficient 

resource allocation for both computing and 

transmission tasks. 
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P. V. Lahande et al. (2024) conducted research on 

load balancing mechanisms within the 

WorkflowSim environment using the Sipht task 

dataset [15]. They tested various load balancing 

algorithms, including First Come First Serve (FCFS), 

Maximum – Minimum (Max – Min), Minimum 

Completion Time (MCT), Minimum – Minimum (Min 

– Min), and Round-Robin (RR). The study was 

organized into four phases, each characterized by 

different task lengths, and included sixteen 

scenarios with varying numbers of virtual machines 

(VMs) utilized in each scenario. 

 

V. EVALUATION PARAMETERS 
 

In order to evaluate load balancing algorithm 

following parameters were compared and 

evaluated. Many of researchers estimate parameters 

as per machine, network environment [8, 20, 22].   

 

Makespan is defined as the time required for 

processing all thejobs or the maximum time 

required for completing a given set of jobs. 

Minimization of makespan ensures better utilization 

of the machines and leads to a high throughput [7]. 

 

Jmax=Max { J1, J2, J3,………..Jn} 

 

Total Flowtime is defined as the sum of 

completion time of every job or total time taken by 

all the jobs. Total flowtime of the schedule is 

computed using equation [8]: 

 

  ∑  

 

 

 

 

Completion Time variance is defined as the 

variance about the mean flowtime and is computed 

using equation [9]: 
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where, G represents the global best solution 

obtained by the proposed algorithm for a given 

problem and   represents the upper bound value. 

 

VI. CONCLUSION  
 

Load balancing is a crucial element for ensuring 

optimal efficiency in distributed computing 

environments. In the realm of edge computing—a 

pivotal paradigm for modern systems—load 

balancing plays an essential role by enhancing 

system performance and easing the load on cloud 

services. This is achieved by relocating 

computational resources closer to the end-users, 

thus reducing communication overhead and 

improving the efficiency of processes at the edge. 

This article provides a thorough review of current 

load balancing techniques specific to edge 

computing. It covers various approaches, including 

those based on optimization algorithms, methods 

focused on traffic load management, and strategies 

designed for managing heterogeneous 

environments. The review highlights that most load 

balancing efforts are concentrated in distributed 

IoT networks, where dynamic and adaptable 

techniques are necessary to address fluctuating 

demands and conditions effectively. The study 

further reveals that incorporating genetic 

algorithms into task scheduling can significantly 

enhance performance, demonstrating improved 

efficiency and effectiveness. Looking ahead, future 

research could focus on developing models that do 

not require prior training for load balancing. Such 

advancements could simplify the implementation of 

load balancing strategies and make them more 

versatile and efficient in dynamic and varied 

environments. 
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