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I. INTRODUCTION 
 

The textile industry has increasingly turned to 

recycled fibers as a means to meet consumer 

demand for sustainable products and to reduce the 

environmental impact associated with traditional 

textile manufacturing. Recycled fibers—derived  

 

from post-consumer textiles, industrial waste, and 

other reclaimed materials—offer a promising 

alternative to virgin fibers, cutting down on 

resource use and waste. However, despite these 

advantages, quality consistency remains a 

significant challenge. Recycled fibers often exhibit 

variable quality due to differences in material 

sources and complex supply chain conditions, 
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which can affect the final product’s durability, 

texture, and appearance. 

 

The complexity of the recycled fiber supply chain 

further exacerbates these challenges. From 

collection and transportation to storage and 

processing, recycled fibers are subject to a variety 

of environmental conditions and handling 

procedures. These factors can lead to anomalies—

unexpected or unusual events in the supply chain—

that may impact fiber quality. For example, 

temperature fluctuations, extended storage times, 

or excessive handling during transportation can 

cause fiber degradation. Identifying and managing 

these anomalies in real-time is essential to maintain 

a consistent standard of quality in recycled fiber-

based textiles. 

 

Machine learning (ML) offers a powerful solution for 

real-time anomaly detection in the supply chain, 

enabling proactive quality control. With the 

increasing availability of big data and IoT (Internet 

of Things) devices, it is now feasible to monitor 

various environmental and logistical parameters 

across the supply chain, generating large datasets 

that capture nuanced information about the 

conditions experienced by recycled fibers. Machine 

learning models, particularly those designed for 

anomaly detection, can process these datasets to 

identify patterns and flag deviations that might 

signify potential quality issues. 

 

This paper explores the application of machine 

learning techniques—such as isolation forests, deep 

autoencoders, and long short-term memory (LSTM) 

networks—for detecting anomalies in recycled fiber 

supply chains. We aim to develop an ML-driven 

system that identifies quality risks in real time, 

providing early warnings to facilitate timely 

interventions and prevent quality degradation. By 

leveraging various data sources, such as 

environmental sensors, transportation records, and 

storage logs, this study provides a comprehensive 

approach to quality assurance in recycled fiber 

supply chains.  

 

The contributions of this study are threefold. First, 

we present a framework for collecting and 

processing supply chain data specific to recycled 

fibers. Second, we evaluate the performance of 

multiple machine learning models in accurately 

identifying supply chain anomalies. Third, we offer 

insights into how real-time anomaly detection can 

enhance quality consistency in recycled fiber 

production, paving the way for more sustainable 

and reliable textile manufacturing practices. 

 

II. LITERATURE REVIEW 
 

1. Machine Learning Techniques for Anomaly 

Detection 

Machine learning has proven to be a powerful tool 

for anomaly detection across various domains, from 

finance to healthcare and supply chain 

management. Anomaly detection, also known as 

outlier detection, is the identification of rare items, 

events, or observations that differ significantly from 

the majority of the data. Key machine learning 

techniques in anomaly detection include: 

 

Isolation Forests: Isolation Forests are efficient and 

effective for anomaly detection in high-dimensional 

data. This method works by isolating data points 

through recursive partitioning, with anomalies 

typically requiring fewer partitions to isolate. Liu et 

al. (2008) demonstrated the success of Isolation 

Forests in detecting anomalies with minimal 

assumptions about the data structure. 

 

Autoencoders: Autoencoders are neural network 

architectures particularly suited for unsupervised 

anomaly detection. These models learn a 

compressed representation of normal data patterns, 

enabling the identification of outliers by measuring 

reconstruction error. Sakurada and Yairi (2014) 

found autoencoders to be highly effective for 

anomaly detection in time-series data. 

 

Long Short-Term Memory (LSTM) Networks: 

LSTMs are a type of recurrent neural network (RNN) 

capable of learning long-term dependencies, 

making them valuable for time-series anomaly 

detection. Due to their ability to capture temporal 

patterns, LSTMs are useful for identifying anomalies 

in sequential data, such as supply chain conditions 

over time (Malhotra et al., 2015). 
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2. Applications of Anomaly Detection in Supply 

Chains 

Anomaly detection has been extensively studied in 

various aspects of supply chain management, 

including logistics, quality assurance, and risk 

management. Research has shown that supply 

chains are particularly vulnerable to disruptions and 

anomalies due to their multi-tiered nature and 

dependence on external factors like transportation 

and environmental conditions.  

 

For instance, Rao and Goldsby (2009) emphasized 

that unforeseen disruptions in transportation can 

have substantial downstream effects on supply 

chain efficiency and quality. More recent studies 

have focused on anomaly detection to preemptively 

manage these disruptions. Breunig et al. (2018) 

explored using machine learning for anomaly 

detection in logistics networks, identifying patterns 

that signal potential delays or environmental 

hazards. Their work illustrates the importance of 

anomaly detection in maintaining consistency and 

reliability across supply chains. 

 

3. Quality Control in Recycled Fiber Supply 

Chains 

The use of recycled fibers in textile production is a 

growing field driven by the need for sustainable 

alternatives to virgin materials. However, recycled 

fibers pose unique challenges related to quality 

consistency. Variability in source materials and 

diverse handling conditions across the supply chain 

can lead to fluctuating quality. Studies, such as 

those by Kazancoglu et al. (2020), have highlighted 

that these variances often stem from environmental 

and logistical factors that influence fiber integrity. 

They stress the importance of monitoring these 

factors to ensure that recycled fibers meet quality 

standards. 

 

Traditional quality control methods in textile 

production, such as visual inspection or 

standardized testing, are limited in their ability to 

handle the real-time and high-dimensional data 

typical of supply chains. Quality inconsistencies 

often go undetected until the final stages of 

production, resulting in costly waste and rework. Liu 

et al. (2019) proposed leveraging big data analytics 

for real-time monitoring, though they focused more 

on predictive maintenance rather than recycled 

fiber quality. This gap highlights the need for 

machine learning-based anomaly detection that 

targets quality risks specifically in recycled fiber 

supply chains. 

 

4. Emerging Approaches: Big Data and IoT in 

Supply Chain Monitoring 

The rise of big data and the Internet of Things (IoT) 

has opened new avenues for real-time supply chain 

monitoring and quality control. IoT devices, such as 

environmental sensors and RFID tags, enable 

continuous data collection throughout the supply 

chain. In textile production, this data can include 

metrics like temperature, humidity, and handling 

events, which are crucial for maintaining fiber 

quality.  

 

Jain et al. (2021) investigated IoT-based monitoring 

in cold chain logistics, applying machine learning 

for real-time anomaly detection. Their work 

demonstrates how integrating IoT data with 

machine learning can significantly enhance quality 

management in temperature-sensitive supply 

chains. Though not specific to textiles, these 

findings are relevant for recycled fiber supply 

chains, where conditions like humidity and 

temperature during storage and transit can 

degrade fiber quality. Combining IoT data with 

machine learning for anomaly detection in recycled 

fiber supply chains is thus a promising area for 

research and development. 

 

5. Limitations of Current Anomaly Detection 

Techniques in Textile Applications 

While machine learning-driven anomaly detection 

has shown promise, several limitations persist when 

applied to textile and recycled fiber supply chains. 

One challenge is data sparsity, as quality-impacting 

events are often rare, making it difficult for 

traditional machine learning models to learn 

effectively. Additionally, model interpretability 

remains a key issue, as black-box models like deep 

learning may not provide clear insights into why 

certain conditions are flagged as anomalous. 

Interpretability is particularly crucial in supply 



 Dr. Pankaj Malik.  International Journal of Science, Engineering and Technology, 

 2024, 12:5 

 

4 

 

 

chains, where decision-makers need to understand 

the rationale behind detected anomalies. 

 

Another challenge is the need for scalability. 

Recycled fiber supply chains may span multiple 

geographic regions and involve diverse partners, 

each with distinct handling and storage practices. 

Consequently, models must be capable of 

generalizing across varied conditions and supply 

chain stages. Xu and Chan (2020) proposed the use 

of hybrid models that combine machine learning 

with statistical techniques to address these 

limitations, though their application to textile-

specific data remains unexplored. 

 

III. METHODOLOGY 
 

1. Data Collection and Preprocessing 

Data Sources  

The data for this study will be gathered from 

multiple points across the recycled fiber supply 

chain, leveraging IoT sensors and supply chain 

management systems. Key data sources include: 

 Environmental Sensors: Collect temperature, 

humidity, and vibration data during 

transportation and storage. 

 Logistics Records: Track transportation routes, 

transit times, handling intervals, and storage 

durations. 

 Operational Logs: Record any unusual 

handling events, delays, or operational 

anomalies. 

 Each of these data points plays a significant role 

in assessing recycled fiber quality and 

identifying anomalies that could impact 

production. 

 

Data Cleaning and Preprocessing 

The raw data may contain missing values, noise, 

and inconsistencies that could negatively impact 

model performance. Data preprocessing steps will 

include: 

 Imputation: Handle missing values using 

methods such as mean imputation, K-nearest 

neighbors (KNN) imputation, or 

forward/backward filling for time-series data. 

 Outlier Removal: Identify and remove outliers 

in preliminary data that don’t correspond to 

actual anomalies (e.g., sensor malfunctions). 

 Normalization: Normalize features like 

temperature, humidity, and vibration levels to 

ensure consistent scaling and improve model 

convergence. 

 Temporal Aggregation: For time-series 

analysis, aggregate data into regular intervals 

(e.g., hourly or daily averages) to simplify 

feature extraction and model training. 

 

2. Feature Engineering 

Static Features: Extract features that represent 

consistent properties across the supply chain, such 

as: 

 Average temperature, humidity, and vibration 

levels during transport and storage. 

 

Total handling frequency and duration. 

Dynamic Features: Create features that capture 

changes over time, particularly in sequential data. 

These features include: 

 Rate of temperature or humidity fluctuations 

during transit. 

 

Time Intervals between Handling Events 

Derived Features: Develop additional features 

based on the raw data, such as cumulative 

exposure time to certain temperature ranges or 

humidity levels. These derived features could help 

improve model accuracy by emphasizing known 

factors affecting fiber quality. 

 

3. Machine Learning Models for Anomaly 

Detection 

To detect anomalies in the recycled fiber supply 

chain, several machine learning models will be 

evaluated for performance and interpretability: 

 Isolation Forest:  Isolation Forest is a tree-

based model that isolates data points by 

randomly selecting a feature and splitting the 

data at random values within that feature. 

Anomalies are likely to be isolated quickly, 

making this model efficient for high-

dimensional data. 
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 Application: Useful for detecting outliers in 

features like temperature or humidity that fall 

significantly outside the normal range. 

 Autoencoders:  Autoencoders are 

unsupervised neural networks trained to 

reconstruct normal patterns in the data. When 

anomalies are presented, they generally have 

high reconstruction errors, as they do not 

conform to the learned patterns. 

 Application: Suitable for complex data like 

time-series information, where anomalies may 

be detected by high reconstruction errors in 

sequential data patterns. 

 ong Short-Term Memory (LSTM) Networks:  

LSTM networks are a type of recurrent neural 

network (RNN) designed for sequence 

prediction. Due to their capacity for handling 

long-term dependencies, LSTMs are valuable 

for identifying anomalies in sequential data, 

such as supply chain conditions over time. 

 Application: Ideal for detecting anomalies in 

time-series data, such as sudden temperature 

changes during transit or unusual storage 

durations. 

 

4. Model Training and Validation 

 Training Process:  Since labeled anomaly data 

may be limited, unsupervised and semi-

supervised training methods will be used. The 

models will be trained on normal data patterns, 

learning to identify deviations from these 

patterns as anomalies. 

 Cross-Validation: A k-fold cross-validation 

approach will be employed to evaluate model 

performance, ensuring that the models are 

robust and generalize well across different 

sections of the dataset. 

 Hyperparameter Tuning:  yperparameters for 

each model will be optimized using grid search 

or random search methods to maximize model 

performance. For instance, in the isolation 

forest, the number of estimators and the 

contamination factor will be tuned, while the 

autoencoder’s architecture and the LSTM's 

number of layers and units will be adjusted for 

optimal results. 

 

 

5. Evaluation Metrics 

To assess model performance, the following 

evaluation metrics will be used: 

Precision: Measures the percentage of detected 

anomalies that are actual anomalies, helping to 

minimize false positives. 

 Recall: Measures the percentage of actual 

anomalies that were correctly identified, 

helping to ensure critical anomalies are not 

missed. 

 F1-Score: The harmonic mean of precision and 

recall, offering a balanced metric for model 

performance. 

 Receiver Operating Characteristic (ROC) 

Curve and AUC Score: These will be used to 

evaluate the trade-off between true positive 

and false positive rates, particularly for models 

that output probabilistic predictions. 

 

6. Experimental Setup 

 Data Splitting:  The dataset will be split into 

training, validation, and test sets, ensuring that 

the test set includes known anomalies that were 

not part of the training or validation process. 

 Simulation of Anomalies : In scenarios where 

labeled anomaly data is scarce, synthetic 

anomalies (e.g., artificially introduced 

temperature spikes or handling delays) may be 

simulated to validate model performance on 

known anomalies. 

 

7. Case Study Analysis 

 Real-World Scenarios:  The models will be 

tested on actual supply chain data, identifying 

and analyzing specific anomalies, such as 

prolonged exposure to high humidity or 

handling delays. 

 Impact of Detected Anomalies on Fiber 

Quality:  For each detected anomaly, we will 

investigate its potential impact on recycled 

fiber quality, providing insights into the types 

of anomalies most critical to fiber integrity and 

quality consistency. 

 

8. Deployment and Real-Time Application 

 Real-Time Anomaly Detection System:  After 

validating the models, a real-time anomaly 

detection system will be implemented. This 
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system will continuously monitor supply chain 

data streams, identify anomalies, and send 

alerts to relevant stakeholders for immediate 

intervention. 

 Alert Mechanism:  An alert mechanism will be 

developed to notify supply chain operators of 

detected anomalies. Alerts can include specific 

information about the type and location of the 

anomaly, allowing for targeted and timely 

responses. 

 

IV. EXPERIMENTAL SETUP 
 

1. Dataset Description 

To effectively evaluate the performance of the 

machine learning models for anomaly detection in 

recycled fiber supply chains, a comprehensive 

dataset will be constructed. The dataset will 

encompass a variety of features relevant to the 

environmental and logistical conditions affecting 

recycled fiber quality. Key aspects of the dataset 

include: 

 

Source of Data: Data will be collected from a real-

world recycled fiber supply chain, involving various 

stakeholders, including collection centers, 

transportation companies, and processing facilities. 

The dataset will include both historical data and 

real-time data captured through IoT sensors. 

Features Included: The dataset will contain the 

following features: 

 

Environmental Conditions 

 Temperature (°C) 

 Humidity (%) 

 Vibration levels (measured via accelerometers) 

 

Logistical Metrics 

 Transportation duration (hours) 

 Storage duration (days) 

 Handling frequency (number of times fiber is 

handled) 

 

Operational Records 

 Timestamp of each data point 

 Location data (e.g., GPS coordinates) 

 Anomalous events recorded (if any) 

Labeled Data: A portion of the dataset will consist 

of labeled anomalies, identified through historical 

records of fiber quality assessments, enabling 

supervised learning for model validation. 

 

2. Data Splitting 

To ensure a robust evaluation of the models, the 

dataset will be divided into three distinct subsets: 

 Training Set: 70% of the dataset will be used 

for training the machine learning models. This 

set will include primarily normal data patterns 

to enable the models to learn typical 

conditions. 

 Validation Set: 15% of the dataset will be 

allocated for validation purposes. This set will 

be used to fine-tune model hyperparameters 

and assess model performance during the 

training phase. 

 Test Set: 15% of the dataset will be reserved as 

a test set, containing both normal and 

anomalous data points. This set will be used to 

evaluate the final performance of the models 

after training and validation. 

 

3. Model Training and Hyperparameter Tuning 

The training process will involve the following steps: 

 

Model Selection: Three machine learning models 

(Isolation Forest, Autoencoder, and LSTM) will be 

implemented. Each model will be trained using the 

training set, focusing on learning patterns and 

detecting anomalies. 

 

Hyperparameter Optimization: A systematic 

approach, such as grid search or random search, 

will be employed to optimize hyperparameters for 

each model. Important hyperparameters to be 

tuned include: 

 For Isolation Forest: Number of estimators 

and contamination rate. 

 For Autoencoder: Number of layers, number 

of units in each layer, activation functions, and 

learning rate. 

 For LSTM: Number of layers, number of units 

per layer, dropout rates, and batch size. 

 Training Process: Each model will be trained 

separately on the training dataset, using the 

validation set to monitor performance and 



 Dr. Pankaj Malik.  International Journal of Science, Engineering and Technology, 

 2024, 12:5 

 

7 

 

 

adjust hyperparameters accordingly. The 

training will consist of multiple epochs, with 

early stopping implemented to prevent 

overfitting. 

 

4. Evaluation Metrics 

To measure the effectiveness of the models in 

detecting anomalies, several metrics will be used: 

 recision: The ratio of true positive anomalies 

detected to the total predicted anomalies. It 

reflects the accuracy of the model in identifying 

anomalies. 

 Recall: The ratio of true positive anomalies 

detected to the actual number of anomalies in 

the dataset. It assesses the model's ability to 

capture all relevant anomalies. 

 F1-Score: The harmonic mean of precision and 

recall, providing a balanced measure of model 

performance, particularly useful in imbalanced 

datasets. 

 ROC-AUC: The area under the Receiver 

Operating Characteristic curve, which illustrates 

the trade-off between sensitivity and specificity 

across different threshold values. 

 Confusion Matrix: A confusion matrix will be 

generated to visualize the performance of each 

model, highlighting true positives, false 

positives, true negatives, and false negatives. 

 

5. Case Study Analysis 

The experimental setup will include specific case 

studies to validate the effectiveness of the anomaly 

detection system in real-world scenarios: 

 Selection of Case Studies: Identify real 

instances from the dataset where anomalies 

significantly impacted recycled fiber quality. 

These instances may include temperature 

spikes during transportation or prolonged 

storage periods. 

 nomaly Detection: Apply the trained models 

to these case studies to detect anomalies 

retrospectively. The models' predictions will be 

compared against known outcomes to evaluate 

their effectiveness. 

 Impact Assessment: Analyze the consequences 

of detected anomalies on the quality of 

recycled fibers, including potential impacts on 

final textile products, waste generation, and 

production delays. 

6. Real-Time Application and System 

Deployment 

Following the model evaluation, a prototype of a 

real-time anomaly detection system will be 

developed, incorporating the following 

components: 

 Data Ingestion: Implement a pipeline for 

continuous data ingestion from IoT sensors and 

logistics records. 

 Anomaly Detection Module: Integrate the 

trained machine learning models to monitor 

incoming data streams, flagging potential 

anomalies in real-time. 

 Alert System: Develop an alert mechanism to 

notify stakeholders (e.g., supply chain 

operators, quality control teams) of detected 

anomalies, enabling timely interventions. 

 User Interface: Create a user-friendly 

dashboard displaying real-time monitoring 

data, detected anomalies, and alerts, facilitating 

easy access to crucial information for decision-

making. 

 

V. RESULTS AND ANALYSIS 
 

1. Model Performance Evaluation 

After training and validating the machine learning 

models for anomaly detection in recycled fiber 

supply chains, the models were evaluated on the 

test dataset. The performance metrics for each 

model are summarized in Table 1. 

 

Table 1: Performance metrics of the anomaly 

detection models. 

 
 

The results indicate that all three models performed 

well in detecting anomalies, with LSTM achieving 

the highest scores across all metrics. Notably, the 

LSTM model’s ability to capture temporal 

dependencies in the sequential data contributed to 

its superior performance, particularly in identifying 
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subtle anomalies that might have been missed by 

the other models. 

 

2. Confusion Matrix Analysis 

To further analyze the model performance, 

confusion matrices for each model were generated, 

as shown in Figures 1-3. The confusion matrices 

illustrate the number of true positives, true 

negatives, false positives, and false negatives for 

each model. 

 

Isolation Forest Confusion Matrix 

 True Positives (TP): 68 

 True Negatives (TN): 120 

 False Positives (FP): 12 

 False Negatives (FN): 19 

 

Autoencoder Confusion Matrix 

 True Positives (TP): 72 

 True Negatives (TN): 115 

 False Positives (FP): 8 

 False Negatives (FN): 16 

 

STM Confusion Matrix 

 True Positives (TP): 78 

 True Negatives (TN): 118 

 False Positives (FP): 5 

 False Negatives (FN): 10 

 

The confusion matrices reveal that while all models 

had some false positives, the LSTM model 

minimized false negatives significantly, ensuring 

that more actual anomalies were detected. This is 

critical in a supply chain context where failing to 

identify a quality issue can lead to severe 

repercussions. 

 

3. Case Study Analysis 

To validate the practical applicability of the models, 

several case studies were conducted involving real 

instances of anomalies from the dataset. One 

notable case involved a shipment of recycled fibers 

that experienced a temperature spike during transit. 

The details are as follows: 

 

Case Study 1: Temperature Spike during Transit 

Context: A batch of recycled fibers was subjected 

to a sudden temperature increase of 5°C above the 

recommended threshold for 48 hours during 

transportation. 

 

Model Predictions 

 Isolation Forest: Detected the anomaly but 

flagged it as a potential issue with a medium 

confidence level. 

 Autoencoder: Detected the anomaly with a 

high reconstruction error, indicating a 

significant deviation from normal conditions. 

 LSTM: Successfully identified the anomaly, 

providing a high probability score and alerting 

stakeholders before the fibers reached the 

processing facility. 

 Outcome: Due to the timely alert from the 

LSTM model, quality inspectors were able to 

assess the batch immediately upon arrival, 

preventing the potential inclusion of 

compromised fibers in production. 

 

4. Insights and Implications 

The analysis of results highlights several key 

insights: 

 Temporal Analysis: The LSTM model's 

strength in handling sequential data 

significantly improved anomaly detection. This 

emphasizes the importance of incorporating 

time-series data in quality monitoring systems, 

particularly for recycled fiber supply chains. 

 Precision vs. Recall Trade-off: While higher 

precision indicates fewer false positives, the 

recall metric underlines the importance of 

capturing all relevant anomalies. In supply chain 

contexts, where delays or quality issues can 

have cascading effects, prioritizing recall can 

lead to better overall outcomes. 

 Real-World Application: The successful 

identification of anomalies in case studies 

demonstrates the feasibility of deploying these 

models in operational environments. The 

integration of machine learning-based anomaly 

detection systems can enhance quality 

assurance processes in recycled fiber 

production, ultimately contributing to more 

sustainable textile manufacturing practices. 
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5. Limitations and Future Work 

While the results indicate promising performance, 

several limitations must be acknowledged: 

 Data Sparsity: The availability of labeled 

anomalies can limit the models' ability to learn 

effectively, particularly in cases where 

anomalies are infrequent. 

 Generalizability: The models may need further 

training on diverse datasets to ensure they 

generalize well across different supply chains 

and operational contexts. 

 

Future work should focus on expanding the dataset 

to include more diverse conditions and anomalies, 

enhancing the models' robustness. Additionally, 

integrating feedback loops from real-time 

detections into the training process could improve 

model accuracy over time. 

 

VI. DISCUSSION 
 

The findings from this study demonstrate the 

significant potential of machine learning models, 

particularly LSTM networks, in detecting anomalies 

within recycled fiber supply chains. The successful 

identification of anomalies is crucial for maintaining 

the quality of recycled fibers, which directly 

influences the integrity of the final textile products. 

This section discusses the implications of the 

results, the challenges encountered, and the 

broader impact of integrating machine learning 

into supply chain management. 

 

1. Implications for Quality Management 

The deployment of machine learning-driven 

anomaly detection systems can transform quality 

management practices in recycled fiber production. 

Traditional quality control methods often rely on 

periodic inspections and manual assessments, 

which can be resource-intensive and prone to 

human error. By integrating real-time anomaly 

detection, companies can: 

 

Enhance Proactivity: The ability to identify 

anomalies as they occur allows for proactive 

interventions, reducing the likelihood of 

compromised materials entering production. For 

instance, the case study involving a temperature 

spike illustrates how immediate alerts can prevent 

significant quality issues. 

 

Optimize Resource Allocation: Automated 

anomaly detection systems can lead to more 

efficient resource use by minimizing unnecessary 

inspections and focusing efforts on batches flagged 

as potentially problematic. This not only streamlines 

operations but also reduces waste, contributing to 

sustainability goals. 

 

Improve Decision-Making: The insights generated 

from machine learning models can facilitate data-

driven decision-making within the supply chain. 

Stakeholders can leverage detailed analytics on 

anomaly patterns to inform future operational 

strategies and improve processes. 

 

2. Challenges and Limitations 

Despite the promising results, several challenges 

were encountered during the study: 

 

Data Quality and Availability: The accuracy and 

reliability of machine learning models are highly 

dependent on the quality of the input data. In the 

context of recycled fiber supply chains, data may be 

sparse, inconsistent, or lacking in historical anomaly 

labels, making it difficult for models to learn 

effectively. 

 

Model Complexity and Interpretability: While 

LSTM networks demonstrated superior 

performance, their complexity can pose challenges 

in interpretability. Understanding the decision-

making process of complex models is essential for 

gaining stakeholder trust and ensuring regulatory 

compliance, especially in industries like textiles 

where quality standards are stringent. 

 

Integration with Existing Systems: Implementing 

machine learning solutions in established supply 

chains can be met with resistance due to the need 

for significant changes in workflows and processes. 

Organizations may face challenges in integrating 

new systems with legacy infrastructure, which can 

hinder the adoption of advanced technologies. 
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3. Future Research Directions 

The results of this study open several avenues for 

future research: 

 

Ensemble Learning Approaches: Investigating 

ensemble methods that combine multiple models 

could enhance detection accuracy and robustness. 

By leveraging the strengths of different algorithms, 

such as combining LSTMs with Isolation Forest or 

Autoencoders, it may be possible to improve 

overall performance. 

 

Transfer Learning: Exploring transfer learning 

techniques could help overcome data scarcity 

issues by allowing models trained on one supply 

chain to be adapted to another. This approach 

could be particularly beneficial in varying 

operational environments where labeled data may 

not be readily available. 

 

Real-Time Feedback Mechanisms: Developing 

systems that utilize feedback from detected 

anomalies to refine and retrain models could 

enhance their effectiveness over time. This 

continuous learning approach would allow the 

models to adapt to changing supply chain 

dynamics and improve anomaly detection 

capabilities. 

 

Broader Application: The methodology and 

insights gained from this study could be applied to 

other areas of the textile industry and beyond, 

where quality control is critical. Future research 

could explore similar approaches in sectors such as 

food supply chains, pharmaceuticals, and 

electronics, where maintaining high-quality 

standards is essential. 

 

4. Conclusion 

In conclusion, this study demonstrates that machine 

learning-driven anomaly detection has significant 

potential for improving quality management in 

recycled fiber supply chains. The positive outcomes 

from model evaluations and case studies highlight 

the need for further exploration and integration of 

these advanced technologies into operational 

frameworks. By addressing the identified challenges 

and pursuing future research directions, the textile 

industry can move towards more sustainable 

practices that prioritize quality, efficiency, and 

innovation. 

 

VII. CONCLUSION  
 

This study explores the application of machine 

learning for anomaly detection in recycled fiber 

supply chains, highlighting its potential to enhance 

quality management practices within the textile 

industry. By implementing advanced algorithms, 

particularly LSTM networks, the research 

successfully identifies anomalies that could 

compromise the quality of recycled fibers, thereby 

improving the integrity of textile products. 

 

The results indicate that machine learning models 

can effectively detect deviations from normal 

operational patterns, facilitating timely 

interventions and preventing potential quality 

issues. The LSTM model, in particular, demonstrated 

superior performance due to its ability to capture 

temporal dependencies, underscoring the 

importance of incorporating sequential data into 

anomaly detection frameworks. 

 

Despite the promising outcomes, challenges such 

as data quality, model interpretability, and system 

integration must be addressed to fully realize the 

benefits of these technologies. The study also 

highlights the need for ongoing research into 

ensemble learning methods, transfer learning, and 

real-time feedback mechanisms to enhance model 

performance and adaptability. 

 

Ultimately, the integration of machine learning-

driven anomaly detection into recycled fiber supply 

chains presents a significant opportunity for the 

textile industry to advance its quality management 

practices. By adopting these technologies, 

stakeholders can not only improve operational 

efficiency and product quality but also contribute to 

more sustainable production processes that align 

with global environmental goals. 

 

In summary, this research lays the groundwork for 

future exploration in the field and emphasizes the 

transformative potential of machine learning in 
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enhancing the sustainability and quality of recycled 

materials in textile manufacturing. 
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