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I. INTRODUCTION 
 

Encrypting feature vectors may enhance security by 

preventing unauthorised access to vital information. 

It is essential to recognise that data encryption may 

negatively impact the performance of processing 

and analytical operations. Processing encrypted 

feature vectors requires specialist methods that can 

operate on encrypted data without revealing its 

contents. Homomorphic encryption is a method 

that permits computations on encrypted data 

without the need of preceding decryption. 

However, homomorphic encryption may be 

resource-intensive and may not be suitable for 

many applications [8]. An alternate approach to 

assessing encrypted feature vectors employs secure 

multi-party computing (MPC) protocols, allowing 

several parties to jointly assess a function on their 

secret inputs while preserving the confidentiality of 

those inputs from each other. MPC protocols 

provide the implementation of various operations 

on encrypted data, such as clustering and 

classification, while maintaining data privacy. In  

 

addition to encryption, it is essential to ensure that 

the processing and analysis of feature vectors take 

place inside a secure environment. This may include 

implementing access limitations, monitoring system 

activity for aberrant behaviour, and introducing 

supplementary security measures to protect against 

cyber assaults [11]. Encrypting feature vectors may 

enhance security; nevertheless, it is essential to 

thoroughly assess the performance and 

computational requirements of the chosen 

encryption technique, as well as other security 

procedures needed to ensure the system's overall 

security [6]. 

 

II. ENCRYPTING FEATURE VECTORS FOR 

CYBER FORENSICS 
 

Encrypting feature vectors for cyber forensics is 

advantageous for protecting sensitive information 

from unauthorised access. Feature vectors are 

numerical representations of data used for the 

study and categorisation of information across 

several fields, including cyber forensics. The 
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Advanced Encryption Standard (AES) is a widely 

used encryption method in cyber forensics. It is a 

symmetric encryption technique, indicating that the 

same key is used for both encryption and 

decryption. The key length may vary from 128 to 

256 bits, with longer lengths providing superior 

encryption strength. To encrypt a feature vector 

using AES, the vector is first converted into a binary 

representation. The binary data is then encrypted 

using the AES method and a secure key [13]. The 

resulting ciphertext is thereafter stored or sent 

securely [4]. The receiver uses the same secret key 

and the AES algorithm to decrypt the ciphertext, 

reverting the data to its original form. The 

decrypted feature vector may then be used for 

analysis and classification in cyber forensics. It is 

essential to acknowledge that the encryption of 

feature vectors may negatively impact the accuracy 

of certain analytical procedures reliant on the 

original data [8]. Moreover, it is essential to 

adequately preserve and protect the secret key 

used for encryption and decryption. 

 

III. DECRYPTED FEATURE VECTOR IN 

CYBER FORENSIC 
 

In cyber forensics, a feature vector is a compilation 

of numerical values that denote distinct qualities or 

aspects of digital evidence, including files or 

network activity. These feature vectors may be used 

to train machine learning models for the automated 

classification or analysis of digital evidence [12]. A 

decrypted feature vector denotes a feature vector 

that has been restored from encrypted data. 

Encryption is often used to safeguard sensitive 

information during transmission or storage; 

nevertheless, in the realm of cyber forensics, 

encrypted data may complicate the analysis of 

digital evidence [1]. If investigators successfully 

recover an encrypted feature vector, they may 

decode it to get the original feature vector, which 

can assist in their research. This may include 

juxtaposing the feature vector with established 

patterns or using it to build machine learning 

models to facilitate the identification or 

categorisation of digital evidence. 

 

Table 1. Performance Comparison of Encryption 

Algorithm 

Encryption 

Algorithm 

No. of Users 

(ms) 

Execution 

Time (ms) 

AES algorithm 30 4201 

RSA algorithm 20 8504 

Hormonic 

Encryption 

40 7540 

 

 
Figure 3. Execution Performance 

 

 
Figure 4. Execution Performance 

 

Table 2. Probability of Forensic Relevance 

No. of 

Users (ms) 

Logged 

Users 

Accessed 

Database 

Crime 

Probability 

145 140 135 5 

50 48 45 7 

90 85 82 45 

320 25 7 15 

40 30 10 22 

15 10 6 10 
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Figure 5. Probability of Forensic Relevance 

 

V. CONCLUSION  
 

The investigative system may get the MAC address 

using the supplied IP address. This utility identifies 

the physical address of a device and associates it 

with the matching IP address. The program displays 

the MAC address with user data, IP address, DNS, 

port number, community, system name, system 

type, and system details. The investigative 

procedure yields a compilation of MAC addresses 

associated with the user's computer hackers. Their 

associated IP addresses and DNS names are 

likewise enumerated. The MAC address will be sent 

to the cyber-crime unit to ascertain the physical 

location of the IP address. This leads to a reduction 

in the number of iterations required for evidence 

retrieval. The examination of criminal activity in 

relation to the likelihood of a threat. The AES and 

AESK encryption protocols are used to provide a 

secret key for the encryption and storage of user 

credentials or marks in the database. 
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