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I. INTRODUCTION 
 

Mobile Ad hoc network (MANET) is composed of 

mo-bile nodes communicating through wireless 

medium, without any fixed infrastructure. Every node 

can act both as a host and a router in a network, 

which forwards data packets to other nodes [1].  

 

In most ad hoc networks, some areas of the network 

forward more data traffic than other areas. The 

nodes near the center of the network will tend to 

forward a higher load as the network routing 

protocol prefers shortest-path routes; this preference 

can make certain areas prone to congestion and can 

decrease the overall network throughput.  

 

Congestion occurs in a network if the number of 

packets being sent through the network is greater 

than the capacity of the network. Consequently, an 

excessive number of packets arrive at a network 

which act as a bottleneck and leads too many packet 

drops. These dropped packets might already have 

traveled a long way in the network and thus 

consumes significant resources. Further, the lost 

packets often  

 

 

 

 

 

 

 

 

 

 

 

 

Trigger re-transmissions which further increase the 

network traffic. Thus, network congestion severely 

deteriorates throughput of the network. Congestion 

collapse can occur, if no appropriate congestion 

control is performed.  

 

As a result, data is not successfully delivered. The 

main objective of congestion control is to minimize 

the delay and packet loss caused by network 

congestion, resulting in improved performance of 

the network. Two approaches are used to handle 

congestion - congestion control (or recovery) and 

congestion avoidance. The former approach is 

reactive as congestion control is implemented after 

the congestion is detected. The latter is proactive as 

congestion avoidance comes into play when 

congestion is expected.  

 

It has been shown that static solutions such as 

allocating more buffers, decreasing congestion 

window after successful transmission or doubling 

congestion window after a collision, are not effective 

for congestion control purposes as it causes 

bandwidth wastage and high variation in delay. In 

this survey paper, we provide a brief of existing 

attempts to solve the congestion problem in mobile 
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multihop ad-hoc net-works. Some typical improved 

approaches of congestion control are analyzed 

based on both congestion control mechanism and 

ad hoc network features. 

 

II. TYPICAL IMPROVED CONGESTION 

CONTROL APPROACHES 
 

Congestion control is a challenging subject in mobile 

ad hoc networks, mainly because of the frequent 

changes of the network topology. During the last 

years, several congestion control approaches 

designed to operate within ad hoc networks, have 

been presented. Congestion control schemes are 

usually composed of three components: congestion 

detection, congestion feedback, and sending rate 

control. Congestion detection can be processed in 

intermediate nodes or receivers. 

 

The criteria for congestion detection vary with 

protocols. The basic idea behind Random early 

detection algorithm (RED) [2] queue management is 

to detect congestion early and convey congestion 

notification to the end-hosts. This allows them to 

reduce their transmission rates before queues in the 

network over flow and packets are dropped.  

 

RED maintains an exponentially-weighted moving 

average of the queue length, which it uses to detect 

congestion. It compares the average queue length 

with a predefined threshold. Once the average queue 

length exceeds the predefined threshold, it starts 

dropping packets with given probability.  

 

When the average queue size is less than the 

minimum threshold (minth), none of the packets are 

marked. Also, every arriving packet is marked, when 

the average queue size is greater than the maximum 

threshold (maxth). When the average queue size is 

between the minimum and the maximum threshold, 

each arriving packet is marked with probability Pa, 

where Pa is a function of the average queue size avg. 

A 

s avg varies from minth to maxth, the packet marking 

probability Pb varies from 0 to maxp. 

 

𝒑𝒃 =
𝐦𝐚𝐱𝒑(𝒂𝒗𝒈−𝐦𝐢𝐧 𝒕𝒉

(𝒎𝒂𝒙𝒕𝒉−𝐦𝐢𝐧 𝒕𝒉)
               (1) 

 

The final packet-marking probability Pa is given 

below. It increases slowly as the count increases since 

the last marked packet. 

𝑷𝒂 =
𝑷𝒃

(𝟏−𝒄𝒐𝒖𝒏𝒕 𝒑𝒃)
                      (2) 

 

Network congestion is avoided in this algorithm and 

average queuing delay is reduced. One of the 

fundamental problems with RED and all other known 

active queue management techniques is that they 

depend on queue lengths as an estimator of 

congestion. The queue length gives very little 

information about the severity of congestion, implies, 

the amount of traffic sharing the link.  

 

Explicit Congestion Notification (ECN) [3] is based on 

the capacity of the network to find out the 

probability of congestion. Contrary to the 

conventional approaches to avoid congestion based 

on packet dropping, implementation with ECN is 

based on the packet marking and reacts during 

incipient stages of congestion. 

 

Packets are marked with probability depending on 

the average queue length, to avoid excessive 

congestion. When receivers accept such marked 

packets, the senders are informed about it, as a result 

of which the senders limit and reduce their rate of 

transmission in accordance with this received 

information. 

 

Congestion adaptive routing protocol CRP is 

proposed for MANET [4]. A bypass concept is used in 

CRP design. A bypass is a sub-path connecting a 

node and the next non-congested node. When 

congestion is predicted, bypass path will be used. 

Bypass path is used for sending some of the 

incoming traffic, which results in the less amount of 

traffic arriving at the potentially congested node. The 

congestion may be avoided as a result.  

 

CRP does not incur heavy overhead due to 

maintenance of bypass paths as bypass is removed 

when congestion is resolved. Since recovery of a link 

breakage is realized gracefully and quickly by making 

use of the existing bypass paths, the delay is reduced 

due to new-route establishment. CRP incurs fewer 

packet losses than existing routing protocols.  

 

An early congestion detection and adaptive routing 

(EDAPR) [5] in MANET is proposed in which a NHN 

(non-congested neighbors) neighbors list is 

constructed and route is discovered to a destination 

through NHN nodes. All the primary path nodes 

periodically calculate its queue status and detect 
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congestion that is likely to happen. Then the nodes 

sends warning message to NHN nodes which are 

used in the primary path. The ancestor NHN node 

comes to know about the expected congestion and 

finds an alternate path to a destination by applying 

adaptive path mechanism. Thus, EDAPR improves 

performance by increasing packet delivery ratio 

without causing any significant additional cost.  

 

Extra resources are needed to find alternative route 

using non-congestive nodes, thus it decreases node 

lifetime. Again, network overhead is increased as it is 

required to keep information about all the NHN 

nodes. Most congestion aware protocols for ad hoc 

networks use queue size as the main traffic load 

metric. This metric solely cannot reflect the impact of 

link contention due to neighbor nodes. 

 

Contention and Queue-aware Routing (CQR) [6] is 

proposed that utilizes the contention information 

(contention window, CW) collected from the 802.11 

Distributed Coordination Function (DCF) and queue 

size.  

 

Two load metrics are used for route selection, 

including MAC layer channel contention information, 

and the number of packets in the queue of node. 

MAC layer contention information provides 

estimation of state of neighbor nodes, whereas 

queue length provides a measurement of traffic load 

at the mobile node itself. 

 

Load can be effectively balanced by using this load-

aware routing protocol and the performance of the 

ad hoc network can be improved. The calculation of 

the CW of a node is performed every T seconds. The 

well-known exponential weighted moving average 

method is applied to the CW old (average value) and 

CW sample (current value) to calculate CW, 

 

𝐂𝐖 =∝ 𝐂𝐖𝐨𝐥𝐝 +  𝟏−∝ 𝐂𝐖𝐬𝐚𝐦𝐩𝐥𝐞     (3) 
 

To better reflect the current condition of a node, α is 

set to 0.3, which grants a higher priority to the 

current sample. The calculation of the average queue 

size is updated every T seconds according to the 

following formula. 

 

𝐪𝐥𝐞𝐧 =  𝐪𝐥𝐞𝐧𝐨𝐥𝐝 +  𝟏−∝ 𝐪𝐥𝐞𝐧𝐬𝐚𝐦𝐩𝐥𝐞      (4) 

Where qlenold denotes the average queue length and 

qlensample denotes the current queue length, α can be 

any number selected from the range [0, 1]. The local 

load of node Li can be calculated based on the CW 

and queue length as follow, 

 

𝑳𝒊 = 𝜸
𝑪𝑾

𝑪𝑾 𝒎𝒂𝒙
+ (𝟏 − 𝜸)

𝒒𝒍𝒆𝒏

𝒒𝒍𝒆𝒏 𝒎𝒂𝒙
              (5) 

 

Where γ is a constant. When a source node wants to 

send packet, a route request packet is initiated and 

flooded through the network. The route request 

packet will be processed and forwarded by each 

node receiving this request, until it reaches the final 

destination. The intermediate node adds its load 

value to the request message.  

 

Once the request packet is received at the 

destination, the destination generates a route reply 

packet and sends it back to the source node. The 

path with smaller load is chosen. When an active 

route is broken, rote discovery is reinitiated to find 

new least load route. The use of a fresh route 

reduces the probability of route breakdown but 

increases overhead. 

 

An end-to-end rate-based flow control scheme 

called Explicit rate-based flow control (EXACT)is 

proposed, where allowed rate of a flow is explicitly 

conveyed from intermediate routers to the end-hosts 

through each data packet's special control header 

[7]. EXACT is rate based and is supported by the 

intermediate nodes.  

 

The current bandwidth is determined by all nodes to 

their neighbors and local fair bandwidth shares for all 

flows are calculated. Explicit rate information is 

inserted into all passing packets by the intermediate 

nodes. Each node checks whether the rate it can 

supply for the flow of a packet being processed by it 

is lower than the rate currently specified in the 

packet header. Then the lower rate is written into the 

header before the packet is forwarded. Thus, the 

bottleneck rate is reported.  

 

EXACT reacts precisely to rerouting and bandwidth 

variation, thus making it especially suitable for a 

dynamic MANET network. It is costly and needs 

much storage space and computational power if 

many flows coexist in the network. EXACT is targeted 

for networks where the flow number is relatively 

small. This limitation is avoided in [8], where 

enhancements are implemented in a router-assisted 

congestion control protocol termed Quick flow 
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control protocol (QFCP). The congestion information 

is appended in the special packet header and 

communicated to the sender.  

 

In QFCP, each router directly uses its fair-share flow 

rate as the feedback and this rate remains same 

during the current control interval. Using the 

feedback information in any single ACK, the sender 

computes the target window size. Further, QFCP 

does not store per flow state on routers making it 

scalable for any number of flows. At the beginning of 

every control interval, the QFCP controller estimates 

the number of flows traversing this interface using 

the formula: 

 

𝑵 𝒕 =
𝒚(𝒕)

𝑹(𝒕−𝑻)
  (6) 

 

Where y (t) is the input traffic rate measured in the 

last interval T, and R (t-T) is the old flow rate 

feedback given in the last control interval. The fair-

share rate R(t) is updated by the controller as follows: 

 

𝑹 𝒕 =
𝑪−𝜷∗

𝒒(𝒕)

𝑻

𝑵(𝒕)
              (7) 

 

Where C is the capacity of the output link and q(t) is 

the minimum queue length observed in the last 

period d. at the arrival of a packet, the value in the 

rate-request field is compared with its own fair-share 

rate R(t) and the smaller value is copied back into 

that field.  

 

The rate-feedback field of the corresponding ACK 

packet will include this rate-request field and is sent 

back to the sender by the receiver. Upon receiving an 

ACK, the sender notes the feedback and adjusts its 

congestion window as follows: 

 

𝐂𝐖𝐧𝐝 =  𝐦𝐚𝐱⁡(𝐟𝐞𝐞𝐝𝐛𝐚𝐜𝐤 𝐑𝐓𝐓;𝐌𝐒𝐒)    (8) 
 

Where feedback is the router feedback on flow rate, 

RTT is the round-trip time measured by the sender 

and MSS is the maximum segment size. QFCP can 

help flows converge to the fair-share rate faster an 

efficient algorithm is proposed to support Quality of 

Service (QoS), by the use of load-distributing and 

congestion avoidance routing method [9]. The traffic 

flows are classified as real time traffic and normal 

traffic depending on their priority. The cost metric is 

calculated based on the link loads. Here multimedia 

traffic is considered as high priority traffic and lightly 

loaded links are used for routing this type of traffic.  

 

The lightly loaded path is used by normal traffic in 

the lack of multimedia traffic. The resources are 

shared among the high and low (normal traffic) 

priority traffic. On-demand multipath distance vector 

routing protocol (AOMDV) is a routing protocol that 

extends the AODV protocol to discover multiple 

paths between the source and the destination in 

every route discovery [10].  

 

The computed multiple paths should be guaranteed 

to be loop-free and disjoint. AOMDV computes 

alternate paths with minimal additional overhead as 

compared to AODV.  This is accomplished by 

exploiting already available alternate path routing 

information. The congestion can be avoided in hot 

spots by deviating traffic to unused network 

resources, thus, results in improved network 

utilization and load balancing.  

 

As the number of paths increases, the complexity of 

a scheme that distributes traffic among multiple 

paths considerably increases. Therefore, it is 

desirable to use as few paths as possible while at the 

same time minimize the network congestion.  

 

Hop-by-hop congestion control algorithms have 

been studied in the wire line context [11]. The 

feedback about the congestion state at a node is 

given to the preceding node. The preceding node 

then adapts its transmission rate based on this 

feedback. Such schemes react faster to congestion 

than end-to-end schemes. Hop-by-hop schemes 

require having per-flow state management in 

intermediate nodes that generates scalability 

problems. 

 

The Rate-Based Congestion Control (RBCC) 

mechanism proposed in [12] adds a leaky bucket 

mechanism beyond TCP's window-based rate 

control.  

 

In RBCC, a feedback field is appended to the header, 

which is used by all intermediate nodes to provide 

feedback on the allowed maximum rate of the flow. 

Each node on the route calculates its local channel 

busyness ratio, defined as the fraction of time the 

medium is locally non-idle, which is a good sign of 

network congestion and available bandwidth at the 
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MAC layer. It uses channel busyness ratio to calculate 

explicit and precise feedback at the transport layer.  

 

The intermediate nodes aim to distribute the 

capacity fair between the flows. A RBCC sender sets 

its congestion window cwnd to the receiver's 

advertised window size in packets. The author 

proposed Congestion Aware Adaptive (CAA) [13] 

routing protocol which relies on a metric that 

measures the degree of connectivity between a node 

and its neighbor. Thus, popular nodes (i.e., those 

having better connectivity) are favored as relay 

nodes to increase the delivery likelihood of a 

message.  

 

In this approach, each node initially performs a self 

assessment of its connectivity to its neighbors and 

then calculates a safety margin for its buffer 

according to its popularity level. The buffer safety 

margin changes with the change in the node's 

popularity level. The CAA algorithm reduces queue 

waiting time by receiving messages destined for the 

more popular nodes, hence reducing the probability 

of buffer congestion.  

 

At each node contact, the nodes exchange their 

storage availability information, i.e. buffer free space 

and threshold, as well as a list of nodes with the 

highest delivery predictability.  

 

A sending node is allowed to forward a message to 

its contact node only if the message size satisfies the 

receiver's allowed buffer margin and the destination 

is in the receiver's list of nodes with high delivery 

probability.  

 

A potential drawback of the algorithm is observed in 

large scale networks. The algorithm requires every 

node to maintain a node predictability table, so this 

table will grow linearly with the increasing number of 

nodes in the network, thus causing scalability issue in 

large networks. 

 

The practical XOR coding scheme COPE proposed in 

[14] is shown to be able to improve the throughput 

of unicast traffic in MANETs. When a node wants to 

transmit, it can XOR multiple packets and transmit 

them as a single packet. The intended next-hop node 

should have enough information to decode the 

encoded packet. Packet reception information is 

exchanged to enable one node to learn which 

packets its each one-hop neighbor node has stored.  

 

But, the exchange of reception information will 

induce extra overhead, and at times of severe 

congestion, the reception reports may get lost in 

collisions, while at times of light traffic, they may 

arrive too late. The table1 gives various congestion 

control methods along with their limitations. 

 

III. PROPOSED METHODOLOGY FOR 

CONGESTION CONTROL 
 

Recent years have seen the design of a large number 

of congestion control protocols for use on the 

Internet. Different congestion price metrics include 

packet loss, packet marks, packet delays, or other 

combinations. Congestion problem can be 

eliminated by realizing congestion control in the 

MAC or network layer. Since routers are the central 

places where congestion happens, they are in a 

better position to detect and react to such condition. 

 

Network coding is proposed to increase the capacity 

of wireless networks towards the ever-increasing 

demand for wireless capacity. The fundamental idea 

in network coding is to reduce the number of 

wireless transmissions by encoding together 

different packets. In contrast with the traditional 

store and forward method, network coding uses a 

store, code and forward approach.  

 

It allows intermediate nodes to encode packets and 

send/forward an encoded packet instead of the 

original packet. The modifications can be applied to 

network coding scheme by adopting adaptive 

network coding and forwarding scheme.  

 

This copes with unnecessary traffic of packets in the 

network by allowing only few nodes to encode the 

packets depending on the traffic condition.  

 

Adaptive forwarding dynamically adjusts forwarding 

rate locally due to channel condition Thus nodes in 

the congested area forward more encoded packets 

than nodes in the other area.  

 

In normal situation, traditional store and forward 

scheme is used for packet forwarding, but in the 

condition of congestion, network coding decreases a 

forwarding rate to save resources. A dropped or lost 

packet can be decoded and thus retransmission of 

packet is not required.  
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Thus, congestion can be further reduced. The length 

of the router’s queue is made smaller by coding, thus 

reducing the probability that a congested 

downstream router will drop packets that have 

already consumed network resources. 

 

The proposed Algorithm is given in brief below:  

 The congestion status packets (CSP) are transmitted 

by a node to its neighboring nodes, in order to 

inform its congestion state.  

 The frequency of CSP transmission by a node is 

inversely proportional to the traffic forwarded by 

the node. More is the congestion at the node; less is 

the frequency of the transmission of CSP packet by 

that node.  

 The neighboring preceding node will come to know 

about the expected congestion at the next node 

depending on the frequency of arrival of CSP packet 

from that node. This preceding node will then 

encode together different packets and transmit 

encoded packet to congested node.  

 Thus, the number of incoming packets will be less at 

congested node, which will resolve the congestion 

problem.  

 As the congestion is reduced, the frequency of CSP 

packets transmitted by that node will again increase 

and the neighboring preceding node will stop 

encoding the packets. Thus, the congestion is 

avoided by adopting adaptive network coding 

scheme. 

 

Table 1. Limitations of congestion control methods. 
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IV. CONCLUSION 
 

It is clear from the algorithms available for 

congestion control, to have adaptive solution for 

congestion in the network. Current congestion 

control is seen as transport layer issue. It is desirable 

to tackle problem where it emerges, thus we can 

realize congestion control in network layer. Different 

approaches are discussed for congestion control and 

their limitations are also discussed.  

 

The existing routing protocols proposed for MANETs 

has certain limitations. Router assisted congestion 

control approach and end to end rate-based flow 

control creates complexity at routers. Hop-by-Hop 

Congestion Control approaches induces scalability 

problem.  Consequently, a well-balanced congestion 

control system is to be employed for the stability and 

optimized performance of the wireless network.  

 

Adaptive Network coding depending on the channel 

conditions is proposed to resolve the problem of 

congestion in the network. The routing protocol will 

be modified to cope up with the dynamics of Mobile 

Adhoc network and provide better performance of 

the network. 
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