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I. INTRODUCTION 
 

An intrusion detection system (IDS) is a piece of 

software that monitors and defends a network 

against attackers. Various application aspects for CNs 

have evolved as a result of the fast growth of 

Internet-based technologies.  

 

Business, finance, industry, security, and healthcare 

are just a few of the LAN & WAN applications that 

have gained popularity in recent years. All of these 

uses make area networks a tempting target for 

misappropriation, putting the community in jeopardy 

[7].  

 

Malicious operators or hackers use an 

establishment's internal systems to acquire data, 

exploit software weaknesses, and exploit 

administrative problems, then return the system to 

default settings [8]. New things such as viruses and 

worms are imported as the Internet becomes more 

prominent in society. Users can use it to erase 

passwords and unencrypted text since it is deadly.  

 

 

 

 

 

 

 

 

 

 

 

 

 

As a result, users require security in order to protect 

their systems against intrusions. Firewall technology 

is a well-known security method for securing both 

private and public networks. System-related 

activities, medical apps, credit card fraud, and 

insurance firms all utilise IDS [8].  

 

An IDS's purpose is to identify malicious traffic. The 

IDS does this by keeping track of all incoming and 

outgoing traffic. The implementation of an IDS may 

be done in a variety of ways.  

 

Two of these are the most popular: Detecting 

anomalies: The identification of traffic abnormalities 

is the basis for this approach. The observed traffic's 

departure from the usual profile is calculated. Based 

on the metrics used to measure traffic profile 

deviation, many implementations of this approach 

have been offered.  

 

Misuse/Signature Detection: This approach examines 

network traffic for patterns and signatures of 

previously identified attacks. The signatures of 
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known attacks are generally stored in a database that 

is continually updated. The way this approach 

handles intrusion detection is similar to how anti-

virus software works. 

 

II. INTRUSION DETECTION SYSTEM (IDS) 
 

IDS indicates that a theft alarm has been activated. A 

home lock system, for example, protects a home 

from theft. The thief alarm detects the lock being 

broken and triggers an alarm if someone tries to 

steal into the house by breaking the lock system. 

Additionally, firewalls are quite good at filtering 

traffic coming in from the Internet [8].  

 

 
Fig 1. Intrusion Detection system. 

 

External operators, for example, can connect to the 

intranet via a modem connected to the company's 

private network; however, this type of access is not 

protected by a firewall. [8].    

 

An intrusion prevention system (IPS) analyses 

network traffic in order to detect and prevent 

vulnerable traffic. The two types of defence systems 

are network (NIPS) and host defence systems (HIPS).  

 

These systems examine network traffic and take 

mechanical steps to keep the network and system 

safe. The IPS problem is riddled with false positives 

and suggestions. False positives are occurrences that 

set off an IDS alarm but do not result in a successful 

attack.  

 

A false negative is an occurrence that does not set 

off an alarm during an assault. Inline functionality 

such as single points of failure, signature 

modifications, and encoded traffic are examples of 

inline functionality that might cause problems. The 

system's or n/performance is assessed using IDS. 

III. RELATED WORK 
 

When compared to prior single learning model 

techniques, W. Zhong, et al [1] solution .'s can 

enhance the detection rate of intrusive attacks. When 

several machines are deployed, the model creation 

time of BDHDLS is significantly decreased thanks to a 

parallel training method and large data techniques. 

 

M. P. Bharati et al. [2] For CSE-CIC-IDS-2018, we 

used an Intrusion Detection System using Machine 

Learning Based (Random Forest) that provided an 

outstanding score of 99 percent accuracy. 

 

R. Thomas et al. [3] Using the NSL-KDD data set, we 

undertake a detailed evaluation of numerous 

investigations relevant to Machine Learning-based 

IDS. We propose a general process flow for anomaly-

based IDS and discuss the components of this 

process flow in the context of previous research. 

Then we suggest some fascinating study topics for 

the future. 

 

R. Sriavstava et al. [4] This article discusses how 

cyber security intrusion detection technologies may 

be combined with Machine Learning and Data 

Mining approaches. 

 

M. Alloghani et al. [5] Because neural networks are 

built on multi-layer perceptrons and are the 

foundation of intelligence, phishing detection will be 

automated and turned into an artificial intelligence 

task in the future. 

 

IV. MACHINE LEARNING 
 

The study of computer algorithms that improve 

themselves over time is known as machine learning. 

Data mining algorithms that find general principles 

in big data sets to information filtering systems that 

automatically learn users' preferences are only some 

of the applications. Machine learning approaches, in 

contrast to statistical techniques, are ideally adapted 

to learning patterns without any prior understanding 

of what such patterns could be.  

 

The two most common machine learning issues are 

clustering and classification.  

 

IDSs have been subjected to techniques that solve 

both of these issues. 1) Techniques of classification: 

The goal of a classification job in machine learning is 
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to assign each occurrence of a dataset to a certain 

class. An IDS that uses classification attempts to 

categorise every traffic as either normal or malicious. 

The goal is to reduce the amount of false positives 

(traffic classified as harmful that isn't malicious) and 

false negatives (classification of malicious traffic as 

normal). 

 

V. PROPOSED METHODOLOGY 

 
Previously, a hybrid clustering-based method was 

used, in which the appropriate number of clusters 

was determined first, then clustering. The optimal 

number of clusters was estimated using the genetic 

method, and the data was clustered using 

Autoencoder algorithm. We opted to utilise more 

complex clustering techniques, which provide better 

results than the previous work, due to the constraints 

of the previous study. 

 

In the suggested technique, we employ the 

information-gathering strategy to pick attributes. The 

optimal number of clusters was then calculated using 

DE, and the data was clustered using the Fuzzy C-

means method. 

 

DE is a novel heuristic approach that has three 

advantages: it finds the original global minimum 

independent of the initial parameter values, it is 

quick, and it allows for specific control parameters. 

The DE algorithm is a population-based algorithm 

that, like a genetic algorithm, employs crossover, 

mutation, and selection operators. 

 

The Autoencoder algorithm works by following a set 

of rules. Based on the distance between the cluster 

core and the data point, each data point corresponds 

to a cluster centre. Nearby, you may learn more 

about the cluster centre and its members. The total 

membership of each data point must clearly equal 

one. Update each periodic membership and cluster 

centre after the formulation: 

 

 
 

Wherever, 

'n' is no. of data points.                            

'vj' denotes jth cluster center.                            

'm' is fuzziness index m € [1, ∞].                                   

'c' denotes no. of cluster center 

'µij' denotes membership of ith data to jth cluster 

center 

'dij' denotes Euclidean distance amongst ith data & 

jth cluster center. 

 

Key objective of fuzzy c-means algo is to minimize: 

 
 

Where, 

'||xi – vj||' is Euclidean distance amongst ith data &   

jth cluster center. 

 

The dataflow diagram of IDS is displayed in Fig.3. The 

flow diagram shows he steps involved in the 

implementation of this research work.  

 

IDS can be secluded in following factors: 

 Dataset 

 Feature Selection 

 Training Phase 

 Testing Phase 

 Classifier 

 

1. Classifier (E): 

Intrusion detection systems are tested using 

classifiers. Whether the algorithm's output is precise 

or not. ID mapping is used by our classifier to ensure 

that the output of the class is accurate.  

 

The dataset is compressed into seven attribute 

datasets after deleting the attribute, one of which is 

the attribute ID no. For the same example, K refers to 

the ID number in the CSE-CIC-IDS2018 dataset. To 

cross-reference and check for accuracy, the ID 

number of the reference output is used. 

 

Output evaluation involving a variety of 

variables— 

 

The term "true positive" (TP) refers to a positive no. 

Classifier tuples that have been properly tagged. 

 

False positive (FP): It refers to the number of negative 

tuples mistakenly identified by classifiers. 

 

Positive tuples that were mistakenly categorised as 

negatives are known as False Negatives (FN). 
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Precision is defined as the ratio of true positives to 

false positives. 

 

Precision = (TP/FP) 

 

Recall is defined as the ratio of true positives to the 

sum of false positives and false negatives. 

 

Recall = TP/(FP + FN) 

Accuracy (ACC): This is the classifier's overall 

accuracy. 

 

(Precision/Recall) = ACC 

 

Table 1. Association of accuracy of Existing approach 

and Proposed approach and used dataset CSE-CIC-

IDS2018 on AWS. 

Algorithm Precision Recall Accuracy 

Existing 

approach 

79.345 81.53636 81.48483 

Proposed 

approach 

98.242343 95.56643 97.88475 

 

In table 1, we can see the comparison of existing & 

propose research work i.e, Autoencoder algorithm 

respectively. The comparison shows that propose 

work has improved accuracy than that of the 

previous work along with improved precision & 

recall. 

 

In figure 2 & fig 3, graph shows fitness values of 

both research works. The graph shows that proposed 

approach  has higher fitness value than that of the 

existing approach .  

  

 
Fig 2. Graph of fitness of CSE-CIC-IDS2018 dataset. 

 

Fitness function used in these algos optimum value 

of K is create before performing clustering step 

under training & testing phase. 

 
Fig 3. Graph of fitness of CSE-CIC-IDS2018 dataset. 

 

Figures 4 & 5 shows the comparison graphs of the 

time complexity of the both research works. Time 

complexity is a concept in computer science that 

measures the amount of time that a code or algo 

takes to process or execute as a function of the 

amount of input.. 

 

 
Fig 4. Pression and recall. 

 

From these figure we can see that the time taken by 

IDEFCM is less than IGKM which is more fast &  

efficient. 

 

 
Fig 5. Pression and recall with different parameter. 
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VI.  CONCLUSION 
 

Intrusion crimes are becoming more common by the 

day. As a result, the optimal intrusion detection 

system must be identified when compared to 

intrusion detection systems that use standard 

clustering algorithms. In this paper, we've built an 

intrusion detection system that uses the algorithm to 

determine the type of intrusion, and group no. (k) 

isn't preset.  

 

The optimum value of K is determined using the 

fitness function, which aids in the efficient 

construction of optimised clusters, therefore 

enhancing the efficiency of type of attack detection. 

In comparison to intrusion mechanisms. 
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